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Abstract – In order to have reliable communication, channel 

coding is often employed. Turbo code as a powerful coding 

technique has been widely studied and used in communication 

systems.The most significant achievement in coding theory are the 

turbo codes which are forward error correction codes.Due to the 

limitation of the battery life of wireless devices, transmitted power 

should remain as low as possible, which makes the system more 

susceptible to noise and interference. Error control coding is thus 

used to increase the noise immunity of the communication 

systems. The heart of the iterative decoding procedure is the use 

in each component decoder, of an algorithm that computes the a 

posteriori probability (APP) of the information symbols or more 

generally, a reliability value for each information symbol. Turbo 

decoder suffer from high decoding latency due to the iterative 

decoding process, the forward–backward recursion in the 

maximum a posteriori (MAP) decoding algorithm and the 

interleaving/de- interleaving between iterations . Computational 

complexity is estimated for the most popular Turbo decoding 

algorithms: MAP, Log-MAP, Max-Log-MAP and SOVA. 

Complexity studies showed that Max-Log-MAP is the best 

compromise between performance and complexity. Therefore, 

our implementation will be based on the Max-Log-MAP 

algorithm. ML MAP (Max Log Map) Architecture is proposed 

with SB & DB mode to achieve higher throughput and less power 

consumption. A Highly scalable LLR unit is proposed to increase 

the speed of the computation. The architecture is implemented 

using spartan3E family in Xilinx 12.1i. 

Index Terms – Turbo decoder, interleaver, forward error 

correction codes, MLMAP decoder and LLR unit. 

1. INTRODUCTION 

With the rapid growth of multimedia services, forward error 

correcting (FEC) code has been a regular scheme for wireless 

communications to have a reliable transmission over noisy 

channels. Single-binary convolutional turbo code (SBCTC) 

proposed in 1993 has been the well-known FEC code that can 

achieve high coding gains close to the Shannon limit. The 

reduction of the CTC in bit error rate is achieved at the expense 

of intensive computations involved in the iterative turbo 

decoding steps and with the powerful algorithm called 

maximum a-posteriori probability (MAP) algorithm. 

 

 

Figure 1 Model of digital communication system 

Convolution coding is used in communication such as satellite 

and space communication to improve communication 

efficiency. The convolution code has enriched with the gift of 

a linear code with quality properties that it can operate on serial 

data as well as block codes. The convolution encoder with 

turbo decoder is a forward error correction method is mostly 

suited to a channel in which the transmitted signal is corrupted 

because of additive white Gaussian noise. IS-95, a wireless 

cellular standard for CDMA (Code Division Multiple Access), 

employs convolution coding which is the part of convolution 

coding .Convolutional encoding is a method of adding 

redundancy to a data stream in a controlled manner to give the 

destination the ability to correct bit errors without asking the 

source to retransmit. Convolutional codes, and other codes 

which can correct bit errors at the receiver, are called forward 

error correcting (FEC). 

Turbo decoders are composed of two or more constituent SISO 

decoders, which correspond to the component codes employed 

in the transmitter, and an interconnection of these constituent 

decoders through an interleaver/deinterleaver. The decoding 

algorithm employed in the constituent decoders is the 

maximum a posteriori probability (MAP) algorithm. The 

MAPalgorithm provides a reliability metric, known as the log-

likelihood ratio (LLR), on the transmitted code symbols. The 

LLR output is employed by other constituent decoders, which 

attempt to improve their LLR estimates iteratively. However, 

the use of iterative processing results in a large computational 

and storage complexity and hence high power dissipation in the 

receiver. Therefore, low-power and high-throughput 

implementations for turbo decoders have recently been 

investigate for wireless and broadband applications. 

 



International Journal of Emerging Technologies in Engineering Research (IJETER)   

Volume 4, Issue 4, April (2016)                                                                          www.ijeter.everscience.org  

  

 

 

ISSN: 2454-6410                                               ©EverScience Publications                   142 

    

2. TURBO DECODER 

Turbo decoding is based on the principle of comparing the 

probability of a received soft input data being a ‘1’ and ‘0’. The 

Turbo Decoder uses a decoding scheme called the MAP 

(Maximum A posteriori Probability) algorithm. The algorithm 

determines the probability of whether each received data 

symbol is a ‘1’ as well as a ‘0’. This is done with the help of 

the data, parity symbols, and the decoder knowledge of the 

encoder trellis. A trellis is a form of a state transition table, of 

the encoder input/output]. Based on the data and parity 

information, the MAP decoder computes the probability of the 

encoder being in a particular state. 

 

Figure 2 Iterative turbo decoder 

Information is passed from one component decoder to another 

in the form of Log Likelihood ratio (LLR).  

 

Figure 3 SISO decoder block diagram 

As its name suggests, the LLR of a certain bit is the log of the 

ratio of the probability that a certain bit takes the value 1 to the 

probability that this same bit takes the value -1. The LLR of a 

bit dk is denoted as L(dk) and is defined as, 

L (dk) = log (
𝑃(𝑑𝑘= +1)

𝑃(𝑑𝑘= −1)
 )          ………  (1) 

Thus, taking the logarithm we will have a positive value if 

P(dk=1) > P(dk=0), and negative value for the opposite. A 

positive value means the data value is a “1”, otherwise a “0”. 

For one complete cycle of iteration, one needs to compute the 

LLR using parity for non-interleaved as well as interleaved 

data. 

 

Figure 4 main task of SISO decoder 

3. TRELLIS DIAGRAM 

A. Radix 2 Trellis Diagram 

Trellis diagrams are somewhat complex than state and tree 

diagram but still they are most preferable for higher constraint 

length. The number of nodes at any level of the trellis does not 

continue to grow as the number of incoming message bits 

increase. It remains constant at 2k-1 state, where k is the 

constraint length of the code. 

Figure 5 shows the trellis diagram of a rate1/2 code with 

constraint length K = 2. The states are depicted as nodes, which 

denote the memory contents of the convolutional encoder. Each 

state has two branches, each of which corresponds to one of 

two possible input values. The branches of the trellis diagram 

are labeled with two bit branch words corresponding to the 

associated state transitions. 

 

Figure 5 Code Rate ½  Radix 2 Trellis Diagram 

B. Radix 4 Trellis diagram 

The radix-4 butterfly is applied to the MAP decoder design to 

increase the decoding speed of the turbo decoder. Figure 4 

shows the radix-4 trellis corresponding to the radix-2 trellis in 

Figure. 3. two stage radix-2 trellis can be merged to one stage 

radix-4 trellis by rearranging the states appropriately. 

Notably, each branch of a radix-4 butterfly has 4-bit branch 

words, and corresponds to two input bits. Merging the trellis 

does not affect the selection of the most-likely bit, since a one-

to-one mapping exists between the shortest path in the radix-4 

trellis and the original radix-2 trellis. Each radix-4 butterfly in 

the radix-4 trellis has four origin and destination states, and 16 

branches. 
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Figure 6 The radix-4 Trellis diagram 

Figure 6 shows a radix-4 butterfly and its corresponding two 

stage radix-2 butterfly. Each branch of a radix-4 butterfly is a 

combination of two branches. For example, the branch word 

b00x00 in the radix-4 butterfly is combined from the branch 

words b00x0 at the first stage and b0x00 at the second stage, as 

shown in Figure. 7, and is given by b00x00 = b00x0b0x00. Similarly, 

the branch b10x01 in the radix-4 butterfly is combined from the 

branch b10x0 at the first stage and b0x01 at the second stage, and 

is given by b10x01 = b10x0b0x01. 

 

Figure 7 Radix 2 to radix 4 Trellis conversion 

According to the symmetry, only the eight branch metrics need 

to be computed, and the other eight branch metrics, can be 

derived from the computed branches. 

4. MAP DECODER 

In order to implement an efficient turbo decoder, a suitable 

decoding algorithm has to bechosen. Turbo codes have been 

originally implemented with BCJR (Bahl, Cocke, Jelinek, 

Raviv) algorithm. However, this algorithm performs complex 

mathematical operations such as multiplication, division and 

logarithmic calculations. Therefore, engineers have avoided 

implementing this complex algorithm and preferred the sub-

optimal derivatives of the BCJR (MAP) algorithm such as the 

Log-MAP and the Max-Log-MAP algorithms which are much 

simpler to implement but yield worse BER performances. 

1. Representation Of Α, Β, Γ Values In Trellis Diagram 

The trellis diagram parameters are represented by the following 

diagram in Figure.8. 

 

Figure 8 Labels of α, β, γ  values 

2. Calculation of Forward state metric values(α) 

Let us begin with the recursive equation to obtain the “α 

coefficients” of the BCJR algorithm according to eq. 2. 

𝛼𝑘(𝑚)

=
∑ ∑ 𝛼𝑘−1(𝑚′)𝛾𝑖(𝑅𝑘, 𝑚′, 𝑚)𝑖=+1

𝑖=−1𝑚′

∑ ∑ ∑ 𝛼𝑘−1(𝑚′)𝛾𝑖(𝑅𝑘, 𝑚′, 𝑚)𝑖=+1
𝑖=−1𝑚′𝑚

… . … . (2) 

where m = 0, 1, 2, …, M, is the index of the states with M = 2v 

– 1. 

 

Figure 9 Trellis Aided calculation of α values 

3. Calculation of Backward state metric value(β) 

As given in eq. 3, a similar procedure was followed to 

formulate the “β coefficients” of the BCJR algorithm in matrix 

notation. 
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𝛽𝑘(𝑚) =
∑ ∑ 𝛽𝑘+1(𝑚′)𝛾1(𝑅𝑘+1, 𝑚, 𝑚′)𝑖=+1

𝑖=−1𝑚′

∑ ∑ ∑ 𝛼𝑘(𝑚)𝛾1(𝑅𝑘+1, 𝑚, 𝑚′)𝑖=+1
𝑖=−1𝑚′𝑚

… … … (3)     

 

 

Figure 10 Trellis Aided calculation of β values 

4. Calculation of the Logarithmic Likelihood Ratios (LLRs) 

Now, we will show how we can compute the logarithm of the 

likelihood ratios (LLR) associated with each bit dk using the 

previously computed A ,B and Γ matrices. LLR associated with 

each bit dk is calculated as given in Eq.4. 

Λ(𝑑𝑘)

= 𝑙𝑛
∑ ∑ 𝛾+1(𝑅𝑘, 𝑚′, 𝑚)𝛼𝑘−1(𝑚′)𝛽𝑘(𝑚)𝑚′𝑚

∑ ∑ 𝛾−1(𝑅𝑘, 𝑚′, 𝑚)𝛼𝑘−1(𝑚′)𝛽𝑘(𝑚)𝑚′𝑚

… … . (4)  

 

Figure 11 Basic step of LLR calculation 

5. DUAL MODE SINGLE BINARY/DOUBLE BINARY 

(SB/DB) ML-MAP DECODING 

The radix-4 SB and radix-4 DB MAP is reformulated to 

achieve high hardware usages and fully-shared storages of the 

dual mode MAP decoding. In this paper, the shared module 

design of dual-mode MAP is described in detail. Based on 

silicon area evaluations, the hardware overhead of dual mode 

MAP is less than 10% compared with the individual radix-4 SB 

MAP or individual radix-4 DB MAP. 

B.RANCH METRICS DECOMPOSITION FOR RADIX-4 

SB/DB MAP DECODING 

For the both radix-4 SB and DB MAP decoding, the BMU and 

BMC designs become critical because 16 branch metrics are 

generated and stored. The decomposed branch metrics ofthe 

radix-2 SB MAP decoding was proposed  to reduce the storages 

of four branch metrics. Partial data of the branch metrics 

generated by the BMU-S1 are stored into the BMC which is 

smaller than the conventional one. When the real branch 

metrics are required, they are calculated by the BMU-S2with 

the stored partial data. In addition, the stored partial data are 

also used to generate the extrinsic information. 

 

Figure 12 Block diagram of the branch metrics decomposition 

B.RADIX-4 SB MAP DECODING 

The SB CTC encodes one binary bit uk at time k. For decoding 

two binary bits  at a time, the radix-4 SB ML-MAP algorithm 

has been derived in  by a look-ahead technique. The arithmetic 

operations of the radix-4 SB ML-MAP are described  as 

follows. 

𝛼𝑘(𝑆𝑘) =
𝑀𝐴𝑋

𝑆𝑘−1,𝑆𝑘−2

(𝛾𝑘(𝑆𝑘−2,𝑆𝑘)

+ 𝛼𝑘−2(𝑆𝑘−2)) (5) 

𝛽𝑘(𝑆𝑘) =
𝑀𝐴𝑋

𝑆𝑘+1,𝑆𝑘+2

(𝛾𝑘+1(𝑆𝑘,𝑆𝑘+2)

+ 𝛽𝑘−2(𝑆𝑘−2)) … … … … … … … (6) 

𝛾𝑘(𝑆𝑘−2,𝑆𝑘) = Λ𝑎𝑝𝑟,𝑘−1(𝑢𝑘−1) + 𝑦𝑠(𝑘−1)𝑥𝑠(𝑘−1)

+ ∑ 𝑦𝑘−1
𝑝𝑖

𝑚

𝑖=1

𝑥𝑘−1
𝑝𝑖

+ (Λ𝑎𝑝𝑟,𝑘(𝑢𝑘) + 𝑦𝑠𝑘)𝑥𝑠𝑘

+ ∑ 𝑦𝑝𝑘

𝑚

𝑖=1
𝑥𝑝𝑘 … … … … … (7) 

C.RADIX-4 DB MAP DECODING 

In DB mode two binary bits are encoded uk=u1k,u2k. The 

arithmetic operations of the of the Radix-4 DBMAP are 

described as 

𝛼𝑘(𝑆𝑘) = 𝑀𝐴𝑋𝑆𝑘−1
(𝛾𝑘(𝑆𝑘−1, 𝑆𝑘)

+ 𝛼𝑘−1(𝑆𝑘−1))  (8) 
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𝛽𝑘(𝑆𝑘) = 𝑀𝐴𝑋𝑆𝑘+1
(𝛾𝑘+1(𝑆𝑘,𝑆𝑘+1)

+ 𝛽𝑘+1(𝑆𝑘+1)) … … … . … . (9) 

𝛾𝑘(𝑆𝑘−1,𝑆𝑘) = Λ𝑎𝑝𝑟,𝑘
(𝑧) (𝑢𝑘 = 𝑧) + 2𝑦𝑘

𝑠1𝑥𝑘
𝑠1

+ 2𝑦𝑘
𝑠2𝑥𝑘

𝑠2

+ 2 ∑ 𝑦𝑘
𝑝𝑖

𝑚

𝑖=1
𝑥𝑘

𝑝𝑖
… … … …   (10) 

 

Figure 13 The block diagram of the LLR calculation in dual-

mode ML MAP Decoder 

6. RESULTS AND DISCUSSION 

The various results of simulation are shown below. In 

Figure.14 the RTL schematic diagram of proposed dual mode 

SB/DB MLMAP decoder shows the no. of LUT’s and other 

circuits used which is the conversion of high level language to 

schematic diagram. 

 

Figure 14 RTL schematic view 

The Figure.15 shows the device utilization summary which 

says that the area utilization of the VLSI design. From which 

the percentage of area utilization can be viewed. 

 

 

Figure 15 Device utilization summary of dual mode MLMAP 

decoder 

Table 1 show the comparison results of the single binary and 

double binary mode area utilizations. 

Table 1 Performance Analysis of Hardware Utilization 

 SB MODE DB MODE 

Slices 110 89 

LUT’S 70 60 

Gate Counts 1789 1701 

IOB’s 21 21 

7. CONCLUSION 

In this paper,the performance of various decoding algorithm 

has been analyzed.Using the dual mode single binary/double 

binary MLMAP decoder,the high hardware sharing is achieved 

with reduced power consumption.The computation speed can 

be increased by using radix 4 trellis diagram.The computation 

of branch metric values can be reduced by branch 

decomposition method in radix 4 method.Due to the 

computation similarity present in both SB and DB method, the 

hardware sharing is achieved using multiplexer.The BER of 

this proposed method is better than the previous methods.The 

performance gap between the Max-Log-MAP and Log-MAP 

algorithms can be overcomed by reduced computational 

complexity. The hardware shared dual mode MAP decoder 

achieves low computational cost and low memory storages. 
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